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ANALYSIS AND SYNTHESIS OF SIGNALS AND IMAGES

NONPARAMETRIC TESTS IN TESTING COMPOSITE HYPOTHESES ON
GOODNESS OF FIT TO EXPONENTIAL FAMILY DISTRIBUTIONS®

B.Yu.Lemeshko and A.A.Maklakov

Novosibirsk

Statistical modeling methods are used to investigate statistic distributions of nonparamet-
ric Kolmogorov, and also o’ and Q? Mises tests for composite hypotheses on goodness of
fit of empirical data to the exponential family distributions. Models of limiting distribu-
tions of statistics of the considered goodness of fit tests are constructed for different values
of the parameter of form of exponential family and are recommended for application to
problems of statistical analysis.

INTRODUCTION

It is frequently impossible to describe errors of measurement devices and systems based on different
physical principles by the normal distribution law [1]. In such situations, in the case of symmetry of laws of ob-
served random variables, a sufficiently good model is an exponential family of distributions with the density

6, |x - 0 )
/(x.0) zelr(x,/e,_)e"p [ 5, ] .

Special cases of this law for values 2 and 1 of the form parameter 8, are normal and Laplace distributions, respec-
tively. The distribution densities for different values of the form parameter 6, are represented in Fig. 1.

The family (1) is recently frequently used as probabilistic models of observation errors in problems of re-
gression and dispersion analysis in the case of violation of classical assumptions when the error distribution law
differs substantially from the normal one.

When researchers come up against the necessity of determining the law of distribution of measurement er-
rors of a device or a measurement system as well as observation errors arising in experiments, they should use
results of observations and thereby choose a model which is the most similar one to the real law, i.e., identify the
error distribution law.
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Fig. 1.

The process of identifying the distribution law by experimental observations of measurement errors (or
some observed random variable) consists in fact in solving a sequence of problems concerned with estimation of
the probabilistic model parameters, testing adequacy of the constructed models by means of goodness of fit tests,
and subsequent choice (on the basis of these tests) of the most suitable theoretical law from multiple laws under

consideration.
The test for goodness of fit for the obtained experimental distribution and the theoretical one is one of the

most common problems of statistical analysis in measurement information processing. We should underline that
until now, the actual practice of applying the nonparametric tests for goodness of fit as well as the x2 -type tests
is plagued with examples of their incorrect usage. In the case of using the nonparametric tests for goodness of

fit, errors are usually a result of disregarding the factor of complexity of a tested hypothesis.
Applying the tests for goodness of fit, one should distinguish tests of simple and composite hypotheses.

A simple tested hypothesis has the form
Hy: F(x)=F(x,0),

where F(x.0)is the probability distribution function with which the observed sample is tested for goodness of fit,
and © is the known value of the parameter (vector or scalar parameter). A composite tested hypothesis has the form

Hy: F(x)e {F(x,0), 8 €O}

In this case, the estimate of the distribution parameter 0 is calculated by the sample used to test for goodness of fit.
The nonparametric Kolmogorov, «f Mises (Cramer-Mises—Smirnov), and Q2 Anderson-Darling tests [2]
refer to the most widely used tests for goodness of fit. In testing simple hypotheses they are “distribution free”
tests: the conditional distributions G(S | Hy) of statistics S of these tests do not depend on the form of the tested
hypothesis H (on the theoretical law tested for goodness of fit).
The Kolmogorov test uses statistic of the form

_ 6nD, +1
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D} = max {L—F(x,.,e)}, D; = max {F(xi, 9)—i‘—'}.
1<i<n(n I<i<n n

Here n is the sample size; x,, x;, ..., x,, are sampling values in increasing order; £ (x, 0)is the function of the distri-

bution tested for goodness of fit. The distribution of Sx under a simple hypothesis in the limit obeys the Kolmo-

gorov law K(S) [2].

In the o Mises test, one uses a statistic of the form

5, = =_21_ Z{F(xive)—2i2~l}v 3)

which in the case of a simple hypothesis obeys the distribution al(S) [2].
In the Q2 Mises (Anderson—-Darling) test, the employed statistic has the form

Sq=nQ2 == - 22{2' In F(x;, 9)+(1— )n(l f(x,.,e))}. (4)
i=1
In the case of a simple hypothesis, in the limit this statistic obeys the distribution a2(S) [2].

In testing composite hypotheses, when parameters of the observed law F(x,0) are estimated by the same
sample, the nonparametric tests for goodness of fit loose the “distribution-free” property. The conditional distri-
bution law of statistic G(S | Hy), while testing composite hypotheses, is affected by a number of factors deter-
mining “complexity” of the tested hypothesis Hy: the form of the observed law £ (x,0)corresponding to the true
hypothesis Hy; the type of estimated parameter; the number of estimated parameters; sometimes, a concrete
value of the parameter (e.g., in the case of gamma and beta distributions); the method used for parameter estima-
tion.

The difference in the limiting distributions of the same statistics while testing simple and composite hy-
potheses is great, hence, it is absolutely inadmissible to neglect the listed factors when using the nonparametric
tests for goodness of fit.

After publication of paper [3] defining the problem of using the nonparametric tests for goodness of fit for
composite hypotheses, various approaches were applied to investigation of the limiting distributions of statistics
of these tests, such as: analytical [4]; percentage points of distributions were constructed by statistical modeling

[5-8]; for approximate calculation of the probabilities of “goodness of fit” of the form of P{S > S*} (an attain-

able level of significance), where S* is the statistic value calculated from a sample, authors of [9-13] con-
structed formulas yielding sufficiently good approximations for small values of the corresponding probabilities.
The complexity and labor intensity of obtaining analytical solutions have predetermined the limited number of
concrete results.

Authors of papers [14-20] applied computer methods of modeling and investigation of statistical regulari-
ties [21] to the problem of investigating the distributions of statistics of the nonparametric tests for goodness of
fit for composite hypotheses and to construction of models of these distributions. The obtained results have
made it possible to formulate recommendations on standardization [22], which substantially extended the field
of correct application of the nonparametric tests for goodness of fit for various composite hypotheses. The aim
of this paper is to investigate and construct models of limiting distributions of statistics of the considered tests
for composite hypotheses on fitness of empirical distributions to theoretical laws of family (1) for different val-
ues of the form parameter 6,.

Distributions of statistics in tests for goodness of fit to the exponential family. The distributions of sta-
tistics G(S | Hy) of the considered nonparametric tests for goodness of fit to the exponential family depend on all
of the listed factors determining the “complexity” of the tested hypothesis, including the concrete value of the
form parameter 6,. In this case, the uneasy problem of constructing the models of distributions G(S | Hy) of sta-
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tistics of tests is aggravated by the number of parameters determining the law of the form of (1). This means that
for a certain method of parameter estimation and a concrete value of the form parameter 6, , one should con-
struct models of statistic distributions for different combinations of the evaluated parameters of bias 6y, scale
8,, and form 6, (seven different kinds of composite hypothesis).

In this paper, we consider only one method of parameter estimation, namely, the maximum likelihood

method, which allows us to obtain estimates with the best properties. In so doing, the maximum likelihood esti-
mate (MLE) of the parameter 6 is determined as a solution of the likelihood equation

"
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x; — 6
50 MLE of the parameter 0, is found as a solution of a likelihood equation of the form

where b= 5

8 < (101 )og ©)
25 (-5 o

and MLE of the parameter 6, is found as a solution of the likelihood equation

v 2 (o bl i) g

2
92 ) j=1

where y(0) =T7(6)/T°(0) is a logarithmic derivative of a gamma function (a digamma function).
By simultaneous estimation of several parameters, one maximizes the logarithm of the likelihood function

InL =Y Inf(x;, @) =nling, ~In(20,T1/6, )] - 3, |’j\82’

j=1 j=1

and the vector of the estimates is the solution of the corresponding system (subsystem) of likelihood equations
(5)-(N).

We will emphasize that the estimation method should necessarily be taken into account while testing com-
posite hypotheses [18]. Figure 2 shows dependence of the statistic distributions on the estimation method for this
case. It represents distributions of the Kolmogorov statistic while estimating all parameters of distribution (1) for
the value of the form parameter 8, = 2 and using two estimation methods: a maximum likelihood estimation and
an MD estimation, for which the estimate of the parameter vector is obtained by minimizing the Kolmogorov
statistic (2). To compare, Fig. 2 shows the Kolmogorov distribution which the statistic (2) obeys while testing
simple hypotheses.

Statistical modeling and investigation of the obtained empirical distributions of statistics (2)—(4) under va-
lidity of hypothesis H,, corresponding to the law (1) have shown a substantial and unusual dependence of the
statistic distributions G(S | Hy) on the form parameter 6,. As a rule, when 6, grows from 0 to =16, the scale pa-
rameter of the statistic distribution G(S|H;) decreases, and when 6, further grows, the scale parameter in-
creases. For 8, >7, the statistic distributions under the corresponding composite hypotheses do not practically
change.

Figure 3 illustrates, in particular, distributions of statistic of the Kolmogorov type versus form parameter
8, for the case when all the three parameters of distribution (1) are estimated by the maximum likelihood
method. Figure 4 shows a similar situation corresponding to estimation of only two parameters, namely, the pa-
rameters of bias 8 and scale 6;, with the known form parameter 6.
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Fig. 2.

Figure 5 represents the character of the dependence of the statistic distribution of the Kolmogorov test on
the number and type of parameters estimated by the maximum likelihood method for the form parameter
% = 1.6. This value of the form parameter corresponds to the extreme left statistic distributions of the nonpara-
metric tests for goodness of fit while testing the hypotheses for law (1). (In Figs. 5-8, the corresponding distri-
butions G(S | Hy) are denoted by a list of estimated parameters.)

A similar situation for distributions of statistic of the & Cramer-Mises—Smirnov type is shown in Fig. 6.
To compare, we gave there the distribution function a1(S) which the statistic obeys while testing a simple hy-
pothesis.

For an identical situation, Fig. 7 presents distributions of statistic of the Q2 Anderson-Darling type while
testing composite hypotheses for law (1) with the form parameter 8, = 1.6, and also the distribution a2(S) which
in the limit obeys this statistic while testing simple hypotheses.

To compare, Fig. 8 shows a situation similar to that in Fig. 5, which represents distribution of statistic of
the Kolmogorov type versus the number and type of parameters for the form parameter 6, = 2. In this case, the
density (1) corresponds to the normal law.

G(Sk | Hy)
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G(Sk | Hy)

Fig. 4.

The empirical statistic distributions of the tests for goodness of fit, which have been obtained by statistical
modeling, were smoothed by different theoretical models of laws included in the system [21]. As a result, a theo-
retical distribution giving the best description of the empirical one was obtained. As in [14-19], the best analyti-
cal models for the distributions G(S | Hy) of these statistics most frequently were models corresponding to one
of the following three laws: gamma distribution, Su-Johnson distribution, or S/-Johnson distribution.

The constructed models for the statistic distributions G(S | Hy) of the Kolmogorov, Cramer-Mises—Smir-
nov, and Anderson-Darling tests for testing composite hypotheses for goodness of fit to exponential family for
different values of the form parameter 6, are represented in Tables 1-3, respectively. In these Tables containing
the distribution G(S | Hy) obtained and recommended for usage while testing composite hypotheses with the
considered tests, y(8y, 8}, 6, ) denotes the gamma distribution with the density function

f :Tl‘* (x—-6 3080 —15~Cx~82)/6y
91 . l"(90)

G(Skg | Hy)
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51(8y, 6y, 6,, 63) denotes the Sl-Johnson distribution with the density

2
-9
f(x) = 0y + 6;In > 3] i
0 | 62

0, 1
Von-03) T 2[

znd Su(6, 8y, 8, 85) denotes the Su-Johnson distribution with the density

fx) =

———— exXp -—»L— 6y +6;In

9
V2 (x - 0307 + 62

Application of results. In the course of testing the hypothesis on goodness of fit of the empirical distribu-
. . . * . L.
=o 10 the theoretical distribution, one calculates from a sample the S value of the statistics of the test used.

GSalHo)
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Then, in order to conclude whether to accept or reject hypothesis Hy, it is necessary, knowing the conditional
distribution G(S | Hy) of statistic S for true hypothesis Hy, to calculate the probability

o
PS> S") = [g(s| Hp)ds,
s*

where g(s| Hy) is the conditional density. If the probability is sufficiently large, at least P{S > S*} > o, where o is
the prescribed level of significance (the probability of an error of the first kind — to reject the true hypothesis Hy), it :
is generally agreed that there are no grounds for rejecting the hypothesis Hy.
We will exemplify the usage of the obtained results in testing composite hypotheses.
Exam ple. Let we test a hypothesis on membership of a sample of 100 observations:

17 -109 -091 090 089 088  -086  -085  -085  -075
073 066  -064 058 058 055  -054  -053  -052  -050
050 050  -047 045 044 042  -041 041  -040  -040
039  -038  -037  -030 030 029  -028  -024 023 021
020  -018  -017  -016 015 015  -013  -009  -005  -0.05
003 002 000 002 005 008 0.10 0.1 0.1 0.14
015 016 018 025 025 026 027 028 030 033
033 036 040 041 042 043 044 048 051 0.52
053 054 055 0.58 0.6l 0.63 0.68 0.69 071 0.72
074 076 079 080 088 096 096 097 112 1.39

in exponential family with the known form parameter 6, =4. MLEs of the parameters of bias and scale, calculated
from this sample, are 8, =0.0117 and 8, =0.9625, respectively. Figure 9 represents the empirical distribution
function constructed by the sample (curve 1) and the theoretical distribution function (1) with the obtained parame-
ter vector (curve 2).

We will test the hypothesis on goodness of fit for all tests considered in the paper. In this case, we con-
sider a composite hypothesis with maximum likelihood estimation of the bias and scale parameters. Values cal-

10
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Fig. 9.

culated from the sample: Kolmogorov statistic (2) S; =0.5435, Cramer-Mises-Smirnov statistic 3)
S, = 0.0439, and Anderson-Darling statistic (4) S;i =0.2647.

The value of the probability P{Sg > 0.5435} = 0.8727 calculated according to the gamma distribution
¥3.8001; 0.1221; 0.3272) (see Table 1 for the form parameter 6, = 4) for the Kolmogorov test shows that the
szample is in good agreement with the theoretical distribution.

Similarly, for the @? Cramer-Mises—Smirnov statistic according to the Si-Johnson distribution 51(0.9618;

1.1902; 0.1428; 0.0111) (see Table 2) we calculate the value of the probability P{S, > 0.0439} =0.7849. And
for the Anderson—Darling statistic according to the Su-Johnson distribution Su(-2.2539; 1.2894; 0.1055; 0.1412)
{see Table 3) we calculate the value of the probability P{Sq >0.2647} =0.8336.

Thus, we observe good agreement between the analyzed sample and the theoretical model (1) for all of the
Eests.

CONCLUSION

Using computer methods for investigation of statistical regularities based on statistical modeling of em-
parical statistic distributions, subsequent analysis of the distributions, and construction of simple analytical mod-
=is for them we have investigated the distributions of statistics of tests for goodness of fit of the Kolmogorov
m¥pe, the @ Cramer-Mises—Smirnov type, and the £ Anderson-Darling type.

Models of the limiting distributions of these statistics while testing composite hypotheses for the case of
=aximum likelihood estimation of various combinations of parameters of the exponential family of distributions
&zwe been obtained. These models were considered for different values of the form parameter 6,.

The constructed approximations of the limiting distributions of statistics of the nonparametric tests extend
e recommendations on standardization [22] and allow one to correctly apply these tests for testing adequacy of
madels of the form of (1) used in description of measurement system errors and in other problems of statistical
amalysis of observations.
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