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ERRORS WHEN USING NONPARAMETRIC
FITTING CRITERIA

B. Yu. Lemeshko UDC 519.25

It is shown that the mistakes most frequently made when utilizing nonparametric fitting criteria of the
Kolmogorov andw? and Q Mises type are associated with the use of classical results for testing complex
hypotheses or with undervaluing the factors influencing the distributions of the statistics of the criteria.
Key words:nonparametric fitting criteria, testing complex hypotheses.

In [1] there was noted a number of mistakes most frequently made when utilizing fitting criteriap(?)ftybe.

The implementation of recommendations on standardization [2] will promote the correct use of these criteria in applica-
tions. At the same time, recommendations on standardization [3] were introduced into force by Gosstandart Rossii (Stat
Standards Committee of Russia) regulating the use of nonparametric fitting criteria of the KolmtngzoMkses
(Kramer—Mises—Smirnov), ar@? Mises (Anderson—Darling) types.

Unfortunately, the practice of using nonparametric fitting criteria abounds in many examples of their incorrect
use, especially in literature sources of an educational textbook nature. The most typical mistakes involve the use of clas
sical results which are valid when testing simple hypotheses for situations corresponding to the testing of complex
hypotheses. The aim of the present work is to indicate to practitioners which factors influence the correctness of statis
tical conclusions when using nonparametric fitting criteria in applications and what is the degree of their possible influ-
ence on the decision made.

When using fitting criteria, we have a simple tested hypothesis of theHgrii(x) = Fy(x, 8) if Fy(x, 6) is a
known probability distribution function with which one is testing the fitting of an observed sample of independent identi-
cally distributed quantitieg;, X, ..., X, while 8 is the known value of a parameter (scalar or vector). We also have, for
example, a complex tested hypothesis of the feignF(x) O {Fy(x, 6), 6 0O }, if Fy(x, 6) is a probability distribution
function of known form but with an unknown value of the param@tghich belongs t® parameter space. During the
testing of the complex hypothesis, we calculate an estiffatBthe parameter for this same sample. It is evident that
when the results of the measurements are processed one will frequently encounter the problem of testing complex hypoth
ses: one first estimates parameters of the model from the sample in order better to adjust it to the observed data and th
to test the adequacy of the model.

Nonparametric Criteria When Testing Simple Hypotheses.In criteria of the Kolmogorov type, one employs as
the distance between the empirical and theoretical laws the quantity

D, = supF,(x) - F(x, 6)0
<o

whereF,(X) is the empirical distribution functiof(x, 8) is the theoretical distribution function;is the sampling volume.
When testing hypotheses, one normally uses statistics of the form [4]
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nis the sampling ®ume;x,, %o, ..., X, are the samplingalues odered ty size; F(x, 6) is the function of the disbution law
with which the fiting is being tested The distibution of the quantity§, for a simple fipothesis in the limit olys the
Kolmogorov law K(S) [4].

In criteria of thew? type the distance beteen the Jipothetical and empeal distibutions is consided in quadat-
ic metic

[ee]

JUEIFL (1 = FOOFW(F (9) dF (),

—00

whete E[-] is the méhemadical expectdion opestor.
In criteria of thew? Mises typewhen doosingy(t) = 1, Kramer—Mises—Smiiov staistics is used in theofm

S, = X, 0
w n” 12n ilg(')

which for a simple fipothesis obgs the distibution al(S) [4].
In criteria of theQ? Mises typewhen toosingy(t) = 1/t(1 —t), theAnderson-Daling stdistics is of the drm

Ern(l F(xl,G))E

w:nan :—n—ZZ g—lnF(x,,BHBl—

In the limit for simple testedypothesesthis stdistics obgs the distibution a2(S) [4].

In the pocess of testing thétting using a samplave calculae the alueS of the stiistics of the dterion used A
decision as to fether to acqa or reject a lypothesisH, is made on the basis of an arligr distibution G(STH,) of the
stdisticsS. In the case of theiteria consideed and of simpleypotheses this coespondsespectiely to K(S), al(S), and
a2(9). If the pobability

P{S>S'} = J’g(smo) ds
>

is suficiently large, at leastP{S > S*} > a, where g(slH,) is the arbitary density andx is the speciéd signifcance lgel
(the pobability of an eror of the frst kind to reject a walid hypothesisH)), then it is customarto consider thiathete is no
basis br rejecting the hipothesisH,. In practice it was customarto compae the calculed \alue of the stistics S with
the citical value§; for a gven \alue ofa, the typothesisH, being ejected ifS' > S,. The citical valueS, defined by the
equaion

[ee]

o= J’g(s}lo) ds

Sy

is usualy taken from the @propriate staistical teble. It should be emphagid tha making a decision on the basis of testing
the inequalitys* > §, is less peferable, it is less inbrmative.
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In the case of simpleypothesesthe limiting distibutions of the stistics of the nonpametic criteria consideed
are indeendent of thedrm of the obsered distibution lav and its paametes. One sgs thd these dteria ae “fr ee flom
the distibution” This ad/iantaye has pedetemined their widesgad use in@plicaions.

Nonparametric Criteria When Testing Comple Hypotheses. When testing compie hypotheseswhen the
parametes of the obseed lav F(x, 8) are being estimad using the same samytlee nonpaametic fitting criteria lose their
“freedom fom the distibution” [5].

The diferences beteen the limiting distbutions of the same distics when testing simple and complbaypothe
ses a so ged tha it is absolutey unaccetable to ignoe this fict. Wamings dout the incarectness of usindassical esults
when testing complehypotheses ha been made merthan once [E8].

During investiggations of the limiting disibutions of nonpametic fitting criteria, when testing compiehypothe
ses,a rumber of @proactes vere also adopted to the testingpedue itself For a suficiently large sampling slume the
procedue can be dided into two pats,the paametes being estimad using one of them and thtifg being tested using
the other [9]. Undrtunaely, in practice ve ae often dealing with samples of quite limiteslume and so sican gproath
rarely proves to be acgaable. The quality of the pameter estimas is considebly inferior and the paer of the citeria
is reducedi.e., there is an incease in the pbability of errors of the second kindIn cetain paticular casesthe limiting
distributions of the stiéstics were investigated by anaytical methods [10]percentaye points of the disifoutions were con
structed ly staistical modeling methods [£14]. For an @proximate calculéion of “fitting” probabilities of the kind
P(S> S*) (the atainable signifcance lgel), formulas were dhosen @ving quite gpod gproximations for small \alues of the
corresponding mbabilities [15-19]. Recommend®ns [3] were based on theesults of irestigtions [20—28] of disibu-
tions of the stistics of nonpametic fitting criteria and on the constction of models of these dikiutions using a com
puter ppcedue for anayzing the lavs goveming the ststics.

When testing complehypotheses using an arlaty distibution law, the staistics G(SH) influences thedilow-
ing sefes of factois detemining the“complexity” of the typothesis [3]the form of the obsered lav F(x, 6) coresponding
to the tue typothesisH; the type of an estinied paameter and theumber of them; in céain situdions,the specit value
of a paameter (br example in the case of aagma distbution); the method usedif estimaing the paametes [27]. This
means thawhile testing theifting of an obsered sample with the ¥a F(x, 8), depending on the combitian of the
above-mentioned dctors, we shall be dealing with the testing offdiEnt compl& hypotheses e&cof which coresponds to
its own (!) limiting distribution of one and the same tidtics of the dterion.

Nature of the Dpendence on theokm of the Lav F(x,0). Figure 1 gves the distbutions of the stistics of a it-
ting criterion of the Kolmogorov type when testing a simpleypothesis,a Kolmogorov distribution K(S) and comple
hypotheseswhen the 6llowing laws corespond to the testegothesisH:

nomal lawv
0 (x-p.20
F09 = ——expn X
6pv2mr  H 20 H
Laplace lav
F(X) = == exp (- - 8,7 6y).
20,
Caudy law
0
f(x) = 0

{63 +(x-0,)%]

and both pametes of the lav are estiméed using the method of maximm likelihood The form of the coresponding dis
tributions of the stistics is gven in the ecommendions [3].
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Fig. 1. Distibutions of the stigstics of ftting criteria of the Kolmaogorov type when testing a sim
ple hypothesis (cure 1) and comple hypotheses Wen the testedypothesisH, corresponds to a
nomal lav (curve 3), a Leplace lav (curve 2), and a Cauuay law (cuve 4), and both paametes of
the lav are estiméed ty the method of maxiom likelihood

0.35 0.7 1.05 140

Fig. 2. Distibutions of stéstics of the Kimogorov type when testing a simpleybothesis (cure 1)
and comple hypotheses with a Suefinson lav with the maxinum likelihood estimees calculted
for one (cuve 2), two (cuwe 3), three (cuve 4), and sinultaneoust all four paemetes of the lav

(curve 5).

Nature of the Dpendence on the Number of EstiethRarametes. The influence of the umber of estimid
pammetes is illustieted in Fg. 2 which shavs distibutions of stéstics of the Klmogorov type when testing comple
hypotheses conceing fitting to a Su-dhnson lav

TEE: st
f(x) = Lexm—%%welln%xees \EXG%H 0O
fenj-ogreg D25 g 0% 8T

for a umber of maximm likelihood estimges of onetwo, threg or sinultaneoust all four paametes of the lav. The esti
maed paametes when testing the cogsponding compiehypothesis a indicaed in Fg. 2.
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How gred is the diference betwen the distbutions of the stistics for the simple and compléypotheses? Let
us assume thavhen testing thetting of empiical daa to the Su-ahnson disibution the maximim likelihood estimtes of
all four paametes were calculéed and a alue of the KImogorov stdistics ofo; = 0.7 was obtained When testing a sim
ple hypothesissud a \alue of the stiastics would corespond to a jpbability P{S, > 0.7} = 0.711 (the kipothesis wuld
have had to be adopted wsevedly) but when testing theigen compl& hypothesis this same qvability scaicely reaches
P{S,> 0.7} = 0.032 (see . 2) and & a signifcance lgel of a = 0.05 the itting hypothesis should besjected

Nature of the Dpendence on theoFm of the Estimi@d Rairameter The distibution of the stistics of nonpaa
metiic fitting criteria dgpends on thedim of the estimiéed paameter As a wle, the estiméion of the displacement
eter when testing a comptehypothesis leads to a nesubstantialltange in the distibution of the stastics, reldive to the
classical case corsponding to the testing of a simpighbthesisthan does the estirtian of the scale pameter or thedrm
paameter of the la. The dgree of dpendence of the limiting digiutions of the stistics on the drm of the estimd
patameter of the obseed lav F(x, 6) is shavn in [22].

Nature of the Dpendence on theaPametervalues of the Las. In cettain cases hen testing compiehypotheses,
the distibutions of the stiistics of nonpaametic fitting criteria can dpend on the spedif paameter alue For example
when testing theypotheses conceing the gmma distibution

8o

F) = ————x% L exp(-x/8y),

07°r (8,)

the distibutions of the stistics difer consideably for small \alues of the drm paameterf,, which must be takn into
accountand this pacticaly ceasesdr 8, >5. Models of the disitoutions of the stiéstics of nonpaametic criteria when
testing comple hypotheses conceing fitting to a @mma disibution and caresponding to dierent values ofd,, are gven
in [3]. However, a gamma distibution is not the oyl distribution used in pplicaions for which the distibutions of the stiés-
tics of the citeria dgpend on the sped@if paiameter alues. A similar situdion occus when testing complehypotheses con
ceming sud laws and disibution families as a Nalkgami distibution, beta distibution families of theifst and second kind
and an gponential &mily of distibutions. r these casethe model of the distrutions of the stigstics of the nonpar
metiic fitting criteria consideed hae not yet been congicted

Nature of the Dpendence on the Method of Estiing the Rrametes. When testing compiehypothesesthe dis
tributions of the stigstics of nonpaametic fitting criteria ae stongly dgpendent on the estiian method usedBy way of
an xample Fig. 3 gves distibutions of Kolmogorov staistics when testing complehypotheses conceing the ftting with
a nomal lav when two of its paametes ae estiméd ky the maxinum likelihood method and MD estirgs obtained Yo
minimizing the Kolmogorov stdistics itself ae used As can be seetthe distibution of the sthstics is stongly dependent
on the brm of the estimies used (the estirian method). Br example for an obtainedalue of the sﬂziasticssz =0.7 and
a gven signifcance leel of a = 0.05,in the case Wwen the maximam likelihood estimte is used a naraktlaw hypothesis
should be adopted (se@F3) while it is rejected viaen using MD estintas of the pametes for the samealue of the stis-
tics and the same sigiténce leel.

Models of the distbutions of the stigstics of nonpaametic fitting criteria were gven in [3] tayether with tales of
percentaye points caresponding to the twtypes of estimta, maxinum likelihood and MD estintas. If other methods of
estimaion ae adoptedthen it is impossile to use the las and pasentage points of the tales gven thee. For instance
when calculting estimaes using the method of moments the use of the models of the limitiagdaesponding to the use
of a maxinum likelihood estimte is \alid only when the estintas obtained im the method of moments coincide with the
maximum likelihood estimte. Sud examples a& extremel few in number

Influence of thé\ccuracy of Estiméing Parametes. As was shan above, the method of estintimg the paametes
(the stéistical piopeties of the estinmtas) stongly influences the distsution of the stastics of the itting criteria. Geneally
speakingin rare cases estinws of paametes ae obtained in theofm of cetain staistics (functions of sampleprepared
formulas). Fequenty, estimdes ae found as aesult of implementing a deite iteration process and takthe brm of cer
tain gproximations to the sought solution.
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Fig. 3. Distibutions of sttistics of the KImogorov type when testing a simpleypothesis
(curve 1) and complr hypotheses conceing the ftting to a nomal law, with the estimdon

of two of its paametes by the maxinum likelihood method (cwe 2) and using MD estirrias
(curve 3) obtained i minimizing the stastics itself of the KWImogorov type

0.37 0.72 1.07 142 S

Fig. 4. Distibution function of stistics of the Klmogorov type r the \alidity of a simple
(curve 1) tested RipothesisG(S,[Hy) = K(S) and a competingypothesisG,(S.0H,) for sam
pling volumes oin =100,300,500,1000,and 2000 obseations (espectiely cuves2—6). The
hypothesisH,, coresponds to a noral lav, the competing ypothesisH; coresponds to a
logistical law.

How does the accary of calculding the estimges infuence the disibution of the sthstics of the itting criterion
used? If the asymptotic qggeties of gproximate estimées coincide with those of the acater estimées,then the distbu-
tions of the stistics of the nonpametic fitting criteria will coincide when using both estines. r instanceso-called
single-step estimaes [29] vhich are formed as aifst goproximation to maxinum likelihood estimtes calculted using one
iteration of the Nevton method ar quite fequenty used in pactice It is shevn tha sut estimaes ae asymptoticayl effec
tive and consequegttheir asymptotic mpeties coincide with the ppeties of maxinum likelihood estimges. In a case
when singlestgy estimaées ae usegdone can utiliz the lavs constucted br maxinum likelihood estimtes [30] as the lim
iting distibutions of the sti#stics. Thus,wherras the estinteng method signi€antly influences the distyution lavs of the
fitting criteria stdistics,the accuacy of calculding the estimies eitherdils to eflect on the distbutions of the same gis
tics or eflects on them to a substantyalesser dgree
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Fig. 5. Distibution functionG(S[H,) (cuive 1) and the function&, (S .H,) for sampling
volumes ofn = 20,50, 100,200,300,500,1000,and 2000 obseations (espectiely cuives

2-9) when testing a comptehypothesis conceing the itting to a nomal lav with the

paametes of the lav estimaed ty the maxinum likelihood method dr the competing
hypothesisH; coresponding to a tpstical law.

Influence of the Samplindplume on the Distbutions of the Stistics. In the majoity of souces egarding the use
of nonpaametic fitting criteria (when testing simpleypotheses)s a ule it is mentioned thiahe limiting distibutionsK(S),
al(s), a2(9 for the coresponding dteria can be usedf sampling wlumes &ceedingn = 50-100 obserations. Genally
speakingwhen testing both simple and compleypothesesthe distibutions G(STH) of the stéistics of the dteria con
sidered ae quite tose to the limiting distbutions (thg do not difer gealy) even for sampling elumes ofn = 20-25 obser
vations [22]. The poblems ae otherwise

For smalln valuesiit is difficult to distinguish a pair oflase competing ypothesesi, andH, since their distbu-
tions G(SHp) andG(SH,) tum out to be ety cdose Any practitioner caneémak tha for smalln values one can equll
successfull adopt lypotheses conceing the ftting with a whole seies of model las which differ considesbly from eab
other The aility of any criteria stdistics to distinguish betaen lypothesesi.e., their paver, increases with an inease in
the sampling @lume In the case of testing simplggothesesit is problemaical to distinguish beteen two dosely simi-
lar distibution laws relying on nonpaametic fitting criteria. This can be made didiently reliable only for large sampling
volumes [31]. Kure4 gves distibutions of Kolmogorov stdistics when the simple testeg/bothesisG(SHp) = K(S) and
a competing ypothesisG (S[H,) are valid, for sampling vlumes ofn = 100,300,500,1000,and 2000 obsgetions. The
tested pothesisH, comresponds to a noral lav and the competingyipothesisH; coresponds to a tpstical lav with the
density function

_ o B nx-6)H Ei H n(x-6,)
f(x) roﬁexpgieoﬁ 0 +expér790@

These tw laws ae dose andas a ule, are difficult to distinguish usingitting criteria. It follows from Fg. 4 tha
the specitd piobability of an eror of the frst kind (the signi€ance leel) isa = 0.1,the citerion pover 1—- 3, where 3 is
the pobability of an eror of the second kinds of the oder of 0.114 (onl!) for n=100,0.14 for n = 300,0.16 r n = 500,
0.235 brn=1000,and 0.38 ér n = 2000.

Figure 5 shavs a similar pictue for testing a complehypothesis conceing the ftting to a nomal lav with the
parametes of the nomal lav being estimged by the maxinum likelihood methoddr the same competinypothesisH;
accoding to the dterion of the Kolmogorov type Fgure 5 gives the disibution functionsG(§[Hg) andG,(S[0H,)
for sampling wlumes ofn = 20, 50, 100, 200, 300,500, 1000,and 2000 obsee&tions. For the same sigridance leel
of a = 0.1, the citerion pawver is found to be considably larger (by a factor of 2 or 3) and is of theder of 0.134 dr
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n=20,0.17 for n = 50, 0.23 for n = 100,0.34 for n = 200, 0.45 fr n = 300,0.64 for n = 500,0.91 for n = 1000,and
0.995 brn=2000. This povides @idence thain the case of the testing of compleypotheses similarypotheses can
differ for modeate sampling slumes.

Chanmcteistic feaures of the use oftfing criteria when testing complehypotheses ere illustrated using anxanm
ple of the Klmogorov type A similar pictue is also bamacteistic for the distibutions of the stiéstics of other nonpar
metiic criteria [3].

In condusion,we note thaithe majoity of the erors in using nonpametic fitting criteria which lead to incaiect
condusions ae associ@d with a complete igdect of the &ct tha when irvestiggtors ae estiméing paametes using sam
pling they find themseles under the conditions of testing a comigpothesis. In thosare cases wen the imestigtor is
fully aware tha one cannot utilie dassical esults vihen perbrming testing of a compkehypothesisthe erors ae associa
ed with failing to tale into account theaviety of the fctors which influence the disiibution of the sthstics of a ftting cni-
terion, and in paticular the method of estirtian.

When doosing a method of anaiis, one should tad into account the acaay of recoding the obsefations.
Otherwise this can lead to misunstandingsdr the stéistical con¢usions. When analzing expeiimental obserations,we
are most often dealing with indidient sampling slumes. Hwvever, in cettain cases siicas br the automizd monitomng
of various indicdors the samples can be of almosf aolume hut the meas@ments a then caied out with a limited accu
rag.. Consequeny) in the accunalated sample of obsestions a limited mmber of alues is takn. The sample ismpuped
digit-by-digit and the caesponding empical distibution F () retains a stgped brm for ary sampling wlume Because
of this, the deiations ofF(x) from theF(x) values used in nonpametic fitting criteria only increase with an inease in
the sampling @lume despite the posdib agreement beteen the obseed and theatical lavs. In this situion, the testing
of a hypothesis as to hetherfor instancea monitoed quantity belongs to a moal lav inevitably leads to theejection of
the typothesis being tested\nd this is wien thee can be no ptension to a monited pocess.The accuacy of recoding
the obserations should be tan into account hen doosing both the method of estiting the paametes and the dterion
for testing the ypotheses. In sihca situdion, it is best to utiliz citeria of the)(2 type

Thus,by changng the nonpametic fitting criteria of the Kolmogorov, «?, and Q% Mises type caful dtention
should be paid to et hypothesis is being tested simple or a compkehypothesis. If it is comple then factos nust be
taken into account hich influence thécomplexity” of the typothesis (thedrm of theF(x, 8) law, the method of estintian,
the type of the estinted paametes, the rumber of themthe signifcance of the pameter estinta) and one mnst use the
appropriate distibution [3] of the sttstics of the dterion used vien testing

The lecommendions on standaization [3] embrace ly no means a full list of the digtution lavs used in ppli-
céaions. In speci€t problems and pplicaions, specifc models of the disitoution lavs can be used in @er to desdbe the
obseved andom quantities. Narally, the need ases to test the adeqyaaf sud models. Br testing of this kind usingtf
ting ciiteria, a knavledge is equired of the arbitary staistics distibutionsG(SH). It is very problemétic to obtain the nec
essay daa anajtically (on account of the compligy of solving sut problems ty anaytical methods and of the set of the
problems themseks). Havever, the constuction of models 0G(SH,) using computer methods olastigation [32] does
not raise ay fundamental mblems. The distibutions of stéistics and thles of pecentaye points gven in the ecommen
dations of [3] were constucted on the basis of these methods.

The work was perbrmed with the ihancial suppdrof the Russian Minisyrof Educdion (Pioject No.T02-3.3-3356).
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